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Introduction : Review-based recommendation

user 
reviews

item 
reviews

Encoder

user 
representation

item
representation

rating predict



Motivation
Noodles are truly great! The meat sauce and lamb 
are my favorites! 

This is a perfect to-go place near the freeway 
for a work day including weekends! :-)

rating predict : 4.3

taste>convenience



Input

● user u
● reviews of u : Wu,∗|∼tu,v = {Wu,v1 , . . .,Wu,∼v } 
● user u
● reviews of i : W∗,v |∼tu,v ={Wu1,v,...,W∼u,v }

Output

● ratings score



Goal

● Extract the rationales R from reviews that is the direct cause of 

the rating Y .

● Predict the rating yˆu,v that reflects how much u likes v.



Method : RECOMMENDATION VIA REVIEW RATIONALIZATION(R3)
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1.1  Rationale Generator - Word level

● Input : each word of a review

● output : the probabilities of the words being selected as rationales

● text processor 



1.1  Rationale Generator - Word level

● To specifically choose rationales

● transform probabilities ρ to binary signals z

○ ⌊· ⌉ is the rounding function

1

1

0

mask



1.2  Rationale Generator - Review level

L 

d

number of reviews from 
user u

output size of the FC layer

● Input : word-level rationales from user historical reviews

word-level rationales from item historical reviews

● output : user preference matrix / item preference matrix

● text processor 



1.2  Rationale Generator - Review level

L 

d

user u item 1

FC layer : model user preference on items pu,v



1.2  Rationale Generator - Review level

● Input : user preference matrix and item preference matrix

● output : affinity matrix

● to select rationales that match both user interests and item properties
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1.2  Rationale Generator - Review level

● obtain the probabilities of potential rationales to become true rationales
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1.2  Rationale Generator - Review level

● obtain the probabilities of potential rationales to become true rationales
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● predict user ratings on items only by rationale features

● user rationale features：

2.  Rationale Predictor

● item rationale features：

● rating prediction：



● predict user ratings by utilizing both rationale features and non-

rationale features

3.  Correlation Predictor

user embedding and the item embedding
trained by matrix factorization



4 Model Learning

● Loss:

● MSE:



4 Model Learning

● the rationale generator needs to construct a minimal feature set 

with maximum predictive ability



4 Model Learning

● ensures that the size of the selected rationales is small via a 

sparsity constraint:



Datasets

Home and Kitchen 35,515 11,843 341,138

Toys and Games

38,577

11,91219,385 167,328

Health and Personal Care 18,520 346,089

Beauty 22,348 12,095 198,378

35,515 11,843 341,138Yelp



Experiment-Baseline

● MPCN



Experiment-Baseline

● NARRE



Experiment-Baseline



Experiment-the performance of R3 with data distribution shifts

test-u



Experiment



Experiment



Experiment-Explanation via Rationales



Conclusion
● extracts rationales from user and item reviews via a rationale 

generator to alleviate the effects of spurious correlations in 
recommendation.

● R3 can achieve accurate recommendation and provide causal-
aware explanation based on the rationales


